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Taking the example of vibrational-assisted concerted proton exchange in cyclic (HF)n (n ) 4, 5) oligomers,
we demonstrate that proton transfer occurs in three different ways, depending on the temperature. At high
temperatures (>400 K) mainly overbarrier transitions take place. To predict the reaction rate, the barrier
height needs to be known, at least at chemical accuracy. At intermediate temperatures (200-400 K) additionally
an accurate knowledge of the barrier width is important, as the protons mainly tunnel through the barrier near
its top. The adiabatic tunneling correction can be used to predict reaction dynamics, as the vibrational state
does not change during the reaction. At low temperatures (<200 K) the slow skeletal modes are frozen and
only fast hydrogenic movement takes place. For this reason vibrational adiabaticity is lost and a much wider
region of the potential surface called reaction swath is crossed during the reaction. Predictions of the resulting
exchange dynamics require the potential on the swath to be calculated accurately. In the zero-temperature
limit these nonadiabatic tunneling paths solely determine the exchange reaction and cause spectroscopically
measurable tunneling splittings, which can, therefore, be estimated reliably in the framework of transition-
state theory from accurate calculations of energies on the reaction swath. All the above findings arise just
from the fact that a light atom is transferred between two heavy atoms. Therefore, two crossover temperatures
of proton transfer should qualitatively exist in all systems containing hydrogen bonds.

1. Introduction

In the Born-Oppenheimer approximation reaction dynamics
is described by the underlying potential energy surface (PES).1-5

Intramolecular proton-transfer reactions correspond to a special
type of hypersurfaces as a result of the heavy-light-heavy mass
combination of the nuclei involved.6 This combination causes
the entrance and the exit channels of the reaction to be at a
very low skew angle.7 A direct geometrical consequence of the
shape of the surface is that both minima are spatially quite close
to each other. A reaction path not crossing the transition state
(TS) but alternatively directly connecting educt and product is
therefore much shorter than the minimum energy path (MEP).
However, it is also associated with a much higher barrier. As a
result, the path selected is the best compromise between short
and energetically low paths, the so-called least-action or
instanton path.6,8 This least-action path strongly depends on the
temperature. At high temperatures the thermally available energy
is sufficient to allow long paths, whereas at low temperatures
shorter paths are taken, especially because tunneling reduces
the energy requirement for the transition from one reaction well
to the other. The regions along this least-action path comprise
the MEP2,7 and the reaction swath.2,9,10Statistical methods like
transition-state theory (TST)11,12calculating thermally averaged
reaction rate constants over all paths need a considerable number
of points on this hypersurface to be calculated. An important
question is the accuracy, i.e., the amount of computation time,
needed to solve the electronic Schro¨dinger equation on these
points. In Truhlar’s group the microcanonical optimized mul-
tidimensional tunneling (µOMT)9 method has been established.
It yields accurate results for proton-transfer reaction rates, as it

takes the maximum rate constant obtained from following two
different reaction paths, namely, adiabatic paths in the region
around the MEP and straight-line paths directly connecting both
minima. In this work we present a benchmark calculation on
the concerted proton exchange in cyclic (HF)n (n ) 4, 5)
oligomers as easy-to-handle prototype systems based on a
complete ab initio hypersurface. We analyze the resulting
dynamics predictions, i.e., reaction rate constants and spectro-
scopic tunneling splittings, on this hypersurface in comparison
with the ones resulting from a recently presented surface relying
on a specially parametrized semiempirical hypersurface.13

Consequently, we gain a temperature-dependent picture of
proton transfer in hydrogen bonds, presumably also valid for
all other systems exhibiting proton transfer.

2. Methods

Canonical reaction rate constants were calculated from
TST7,14-19 (one of many reaction path methods applied currently
to dynamics20-32) as implemented in POLYRATE8.033 utilizing
the reaction path that follows the lowest energy part on the PES,
i.e., the MEP. The MEP branches leading to both minima were
generated by GAUSSIAN9834 in combination with GAUSS-
RATE8.035 as the steepest-descent paths using the Page-McIver
integrator.36,37For the description of corner cutting and tunneling
semiclassical correction factorsκ were applied. Namely, we used
two different corrections: On the one hand, the small-curvature
tunneling (SCT) correction,38-40 which corresponds to the case
of the adiabatic transition, where the tunneling path is at the
concave side turning points of the harmonic oscillators along
the MEP (i.e., the vibrational state does not change during the
reaction). This correction is simply described by a reduction of
the tunneling mass to an effective value gained from the* To whom correspondence should be addressed.
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curvature couplings of the orthogonal normal modes.39,40 On
the other hand, the large-curvature tunneling (LCT) correc-
tion,41-43 which corresponds to the case of a sudden, straight-
line connection between the two reaction wells and therefore
allows the change of the vibrational state. Because of the leaving
of the vibrationally adiabatic region, a much wider part of the
PES called the reaction swath2,9,10 needs to be generated. The
µOMT method uses the maximum out of the SCT and LCT
calculation.9 A typical hypersurface that arises throughout this
procedure is depicted in Figure 1. The ridge of the reaction swath
is defined to be the potential energy curve resulting from all
points that are equidistant to both minima and can be found at
s ) 0 Bohr.

As a benchmark calculation, we computed a pureab initio
hypersurface at B3LYP/6-31+G(d) level of theory. This method
has been shown to yield reliable results for HF clusters.44 The
slight deficiency in the barrier height to the concerted proton
exchange is removed by interpolating the hypersurface according
to the properties predicted by MP2/6-311++G(3df,3pd)45 by a
logarithm of ratios scheme,46-48 shorthand MP2///B3LYP. This
approach is known as direct dual-level dynamics.9,31,49-56 For
reasons of comparison we used the uninterpolated hypersurface
denoted B3LYP and a semiempirical one, which was generated
by adapting the PM3 parameters to fit MP2/6-311++G(3df,-
3pd) results and additionally interpolated to the properties
predicted by MP2/6-311++G(3df,3pd),45 therefore called MP2///
PM3-SRP (SRP stands for specific reaction parameters) in the
following. The detailed analysis of reaction paths is possible
by the use of a more natural coordinate system instead of the
Cartesian one. Namely, we chose the vibrational vectors (normal
modes) of the TS as the basis for the description of the
hypersurface. A similar approach has been called G-Matrix
approach in the literature.57-61 The tunneling splittings connected

to the spectroscopically measurable energy difference of the
eigenvalues of the symmetric and antisymmetric wave functions
in the double well potential are estimated from the low-
temperature limit of the reaction rate constant.10,57,61-64

3. Results

3.1. Identification of Two Crossover Temperatures.The
reaction rate constants resulting from the TST treatment with
additional correction for multidimensional tunneling are depicted
as Arrhenius plots in Figure 2 for the exchange in (HF)4 and as
a simple logarithmic plot for (HF)5 in Figure 3. The SCT part
of the reaction dynamics calculation is about 7000 times more
expensive than a single-point energy calculation, i.e., lasts about
24 days if a single-point of energy costs about 5 min. The
additional calculation of a similar grid on the whole reaction
swath for the LCT part would need around 5000 energy points.
From a grid-convergence analysis we were able to reduce this
cost to around 200 energy points.10 The Arrhenius plots in Figure
2 together with information of the tunneling correction factors
κ given in Figure 4 yield three different regimes of proton
transfer and accordingly two crossover temperatures. The two
linear parts of the MP2///B3LYP (LCT) Arrhenius plot meet
each other at about 200 K, which is the first crossover
temperature,Tc1. From the SCT plotsTc1 is found between 150
K and 200 K, demonstrating that these plots can be used as
good estimates.Tc1 is easily available from experiment by just
measuring the reaction rate as a function of the temperature
and then analyzing the Arrhenius plot. With the analysis starting
from the high-temperature regime in Figure 4, the curve starts
to deviate from linearity at around 400 K, which is, therefore,
the second crossover temperature,Tc2. It also can be identified
from the numerical value of the tunneling correction factor close

Figure 1. Part of the hypersurface used for the concerted hydrogen-transfer reaction in (HF)4. The axes represent the adiabatic ground-state potential
along the MEP, the reaction distance measured relative to the hypersurface dividing educts and products, and the actual adiabatic potential at a
point on the hypersurface. Both minima and the transition state to concerted proton transfer are depicted near the respective positions of the
hypersurface.
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to 1; i.e., tunneling is unimportant. In fact,κ will be 1 only at
infinitely high temperatures, as at all finite temperatures a bundle
of Boltzmann-distributed paths will contribute to the reaction.
The deviation ofκ from the expected value can be found around
400 K, whenκ is estimated from the Boltzmann distribution of
reaction paths around the MEP. In theoretical models a second
crossover temperature corresponding to this transition has been
identified and deduced.8,65,66 However, most experiments can
only identify the lower crossover temperature,Tc1. The curved
part in Figure 4 corresponds to the intermediate regime, where
both SCT and LCT paths contribute to the reaction rate. It is

this regime which contains the crossover point of tunneling
corrections; i.e.,κ(LCT) becomes larger thanκ(SCT). For (HF)4
this occurs at 350 K and for (HF)5 at 220 K. TheµOMT method
changes from the use of SCT to the use of LCT at this point,
although at any temperature both tunneling corrections are
evaluated. The three different regimes will be discussed in the
following in terms of stationary points, barrier height, barrier
width, and potential on the swath.

3.2. Influence of the Stationary Points.The here investi-
gated transition from one minimum to the other by concerted
proton transfer is caused by only three vibrational modes as
pointed out earlier.13,45,67The symmetric HF stretching mode
causes the actual transfer, which is assisted vibrationally by the
symmetric FF stretching mode and the symmetric bending mode.
The dynamics thus crucially depend on a good vibrational
description of the stationary points. For this reason reliable
results of the hydrogen bond compression mechanism67-72 are
essential. In the transition state the FF distance in the cyclic
tetramer and pentamer is reduced from about 2.50 Å to about
2.26 Å according to high-level MP2 calculations.45 The FFH
angles are close to 10° for the minima and around 5° for the
TS. Mere PM3 predicts the FF distances in the (HF)5 minima
to be 2.60 Å, in the TS to be 2.17 Å, and the FFH angles to be
4 times larger compared to the MP2 results.13 The PM3 reaction
barrier (91.2 kcal/mol)13 deviates strongly from the best estimate
of 12.6-14.8 kcal/mol.44,67,68,70,71The here investigated hyper-
surfaces (B3LYP, PM3-SRP) all fulfill the precondition of
reasonable agreement13,44in terms of geometries at the stationary
points compared to high-level MP2 results.67

3.3. Influence of the Barrier Height. In principle, the barrier
height∆E enters the expression for the reaction rate constant
in the exponent, i.e.,k ∝ exp(-∆E/RT). At 300 K a difference
of 1 kcal/mol in the barrier therefore causes a difference in the
rate constant of about a factor of 5. At 100 K the same barrier
difference yields a rate error factor of about 150. On a pure
B3LYP/6-31+G(d) hypersurface the barrier for the exchange
in the cyclic tetramer amounts to 9.93 kcal/mol instead of 12.73
kcal/mol (MP2/6-311++G(3df,3dp)).67 The reaction rate con-
stant found with a hypersurface interpolated to the MP2 barrier
at 300 K [k(MP2///B3LYP, LCT)) 8.2× 106 s-1] differs from
the result found without interpolation [k(B3LYP, LCT) )
3.2× 108 s-1] by a factor of 40, as expected from the barrier
difference. Obviously, the barrier should be known at least with
chemical accuracy of 1 kcal/mol73 to allow a prediction of the
correct order of magnitude for the reaction rate at room
temperature. However, in practice at 100 K this factor is only

Figure 2. Arrhenius plot of reaction rate constants for the concerted multiple hydrogen-exchange reaction in planar (HF)4.

Figure 3. Reaction rate constants for the concerted multiple hydrogen-
exchange reaction in planar (HF)5.

Figure 4. Correction factorsκ for tunneling and corner cutting for
concerted proton exchange in (HF)4 and (HF)5.
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12 instead of 106 as one would expect from the barrier difference
of 2.8 kcal/mol [k(MP2///B3LYP, LCT) ) 2.3 × 104 s-1,
k(B3LYP, LCT) ) 2.9 × 105 s-1]. The reason for the
unexpected agreement of reaction rate constants between the
two hypersurfaces is that at high temperatures (above 400 K)
the reaction is over-barrier dominated, whereas at low temper-
atures (below 200 K) nonclassical tunneling dominates the
reaction rate, as can also be deduced from the tunneling
correction factors in Figure 4. This is affirmed by the most
probable energy for direct corner cutting being 7.0 kcal/mol
below the barrier maximum at 100 K in the case of the cyclic
tetramer, indicating that the system avoids the transition-state
region. Thus, the tunneling correction factors are increased
drastically. Intermediate temperatures correspond to a mixed
case where both tunneling and over-barrier trajectories prevail.
The most probable tunneling energy is just 2.9 kcal/mol below
the barrier top in the case of the cyclic tetramer at 300 K. At
high temperatures the most probable transition between the
minima occurs at the energy of the transition state. Thus, the
classical rate constant estimated from the barrier height is a
rather good approximation at high temperatures, even if the skew
angle7 is quite low (18° for the pentamer and 21° for the
tetramer).

3.4. Influence of the Barrier Width. The comparison of the
reaction rate constants between MP2///B3LYP and MP2///PM3-
SRP (cf. Figure 2) shows that tunneling is slightly underesti-
mated in the SCT limit for the exchange in (HF)4. For (HF)5
both SCT curves agree very well.13 The reasons for the small
discrepancy can be found in the barrier width. This width is
represented by the FF stretching and symmetric bending
coefficients shown in Figure 5. The normal mode corresponding
to the bending has a larger coefficient along the whole MEP
for MP2///PM3-SRP and is thus the main reason for an increased
barrier width suppressing tunneling. The agreement of the HF
and FF stretching modes is quite good, although it should be
noted that pure hydrogenic motion starts at 0.6 Bohr for MP2///
B3LYP, but closer to the TS (0.4 Bohr) for MP2///PM3-SRP.
This enhanced skeletal motion is another reason for the increased
barrier width using MP2///PM3-SRP. These weaknesses appear
again in the total reaction path curvature and thus also in the
effective reduced mass for SCT (cf. Figure 6). This reduction
causes the slight discrepancy to the SCT rate constants resulting
from MP2///B3LYP as shown in Figure 2. Therefore, the barrier
width arising from all normal modes participating actively in
the transfer has to be described properly to reach agreement
with experiment in the intermediate-temperature region.

3.5. Influence of the Reaction Swath.In the low-temperature
plateau of the reaction rate constant the exchange rates vary by
many orders of magnitude between the different hypersurfaces
and tunneling corrections. As LCT yields the highest results in
any case, it is clear that it constitutes the dominant mechanism.
For a reliable calculation of the LCT tunneling correction the
reaction swath is important, i.e., the region between the two
minima away from the TS. The comparison of MP2///B3LYP
(LCT) and MP2///PM3-SRP (LCT) shows a disagreement,
especially below 150 K, where the reaction rates obtained from
MP2///PM3-SRP (LCT) are clearly higher. In the intermediate-
and high-temperature regions above 200 K, the agreement is
much better, so that especially the values at room temperature
for the proton-exchange rates can be considered as rather reliable
and only slightly too high. When taking into account that the
MP2///B3LYP (LCT) calculation is about 200 times more
expensive than MP2///PM3-SRP (LCT), the agreement is
astonishing. The ridge (cf. Loerting et al.13) explains why the

agreement is good at 300 K but not at 100 K. At higher
temperatures most of the reaction paths cross near the TS. In
this region the agreement of the two ridges is quite good.
However, at low temperatures the system crosses far away from
the TS, where the ridge gained from MP2///PM3-SRP is lower
than the one gained from MP2///B3LYP. This causes the
tunneling probabilities and therefore also the tunneling splittings,
corresponding to proton transfer at 0 K, to grow as can be seen
in Table 1. This is especially true for the proton exchange in
the cyclic pentamer of HF. All splittings calculated here are
clearly within the FTIR treshhold74 of 10-4-10-5 cm-1 and
should be measurable if the isolation of size-selected clusters
out of HF vapor or liquid HF was possible.

In summary, three different temperature regimes arise: At
high temperatures (classical regime) tunneling does not play a

Figure 5. Basis-transformation coefficients along the MEP for the three
non-zero normal modes of (HF)4, namely, symmetric HF stretching
(top), FF stretching (middle), and bending (bottom).
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role and all tunneling corrections vanish. At intermediate
temperatures (mixed quantum-classical regime) both tunneling
corrections yield similar values, indicating that the systems
tunnels in the adiabatic region near the transition state (TS). At
low temperatures (quantum regime) the LCT correction clearly
yields the highest reaction rates, implying that tunneling occurs
far away from the TS in the nonadiabatic region. Tunneling
splittings are, therefore, caused only by straight-line LCT paths.

4. Conclusions

We have presented an analysis of how proton transfer takes
place, depending on the temperature. The results imply strategies
for reproducing experimental reaction rates and tunneling
splittings by computational models. The calculation of reaction
rate constants can only be reliable if certain quality requirements
on the underlying PESs are fulfilled. These requirements can
be separated in three categories, depending on the temperature.
At high temperatures above 400 K (in the case of concerted
proton exchange in cyclic oligomers of HF), at which the
tunneling corrections vanish, the knowledge of the reaction
barrier to chemical accuracy73 is needed. At intermediate
temperatures between 200 and 400 K (between the two
crossover temperatures) the barrier width needs to be known
and at least an adiabatic tunneling model like SCT must be used.
Nevertheless, the LCT reaction rate constants are essentially
identical to the SCT constants in this intermediate region. At
low temperatures below 200 K the system avoids reaching the
transition state by directly crossing the reaction swath. Therefore,
the LCT correction provides by far the best estimate for the
experimental rate constants. In further consequence this is also
valid for the experimentally observable tunneling splittings
related to the 0 K limit of the coherent reaction rate. Therefore,
for LCT a proper description of the reaction swath is very
important. Especially, a good description of the high-energy
region of the ridge of the reaction swath is essential to allow
direct comparison with experimental data.

The effect of two different crossover temperatures manifests
itself already in simple two-dimensional prototype models of

vibration-assisted tunneling,8,65,66describing proton transfer by
just (q, Q) coordinates. Theq motion corresponds to the actual
proton transfer and theQ motion corresponds to rearrangement
of the heavy atoms. On the one hand, at low temperatures the
slowQ motion is frozen and theq motion dominates the reaction
by tunneling. On the other hand, at high temperatures theQ
motion is fast, so that theq transition occurs predominantly at
the transition state, where the barrier is lowest. At intermediate
temperatures both coordinates are of similar importance, yielding
the mixed behavior.

We believe, therefore, that the finding of three different
temperature regimes for proton transfer and consequently three
different quality requirements on dynamical calculations is valid
for most systems exhibiting proton transfer. The direct relation
between crossover temperatures and these requirements provides
a basis for a method expanding the capabilities of the well-
establishedµOMT method, which lacks such a direct compari-
son and which does not optimize the use of computer resources.
It is especially possible to judge from the analysis of the
adiabatic tunneling correction factors (SCT) whether it is
necessary to include nonadibatic reaction paths (LCT) or not at
a certain temperature. One knows, therefore, what kind of region
on the potential energy surface is traversed, i.e., where accurate
calculations are required. In this sense this study provides a
basis for the calculation of proton-transfer data in various
flourishing fields of chemistry like atmospheric chemistry,75-85

DNA mutation,86-88 enzymes,89-100 or in the field of explaining
the extraneously high conductivity in water.101-107 However, it
is clear that the values of the crossover temperatures for these
systems can be very different.
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